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The proposed Style-Pro framework integrates two complementary strategies: style shift

learning and consistency constraints.

 Style shift learning: Consider a collection of style base:

Compute the Wasserstein distance to determine the discrepancy in style distribution:

Map the unseen styles into the known style representation space:

 Self-consistency regularization: Ensures the prompted model maintains its

generalization capability across new classes and diverse domains.
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 Few-shot fine-tuning often leads to overfitting

when optimizing prompts for task-specific

objectives, restricting the model's ability to

generalize beyond the training samples.

 This overfitting poses a significant challenge for

adapting vision-language models to new

domains or unseen classes within the same

domain.

 We propose Style-Pro, a novel style guided

prompt learning framework that mitigates

overfitting and preserves the zero-shot

generalization capabilities of CLIP.

 Style-Pro employs learnable style bases to

synthesize styles beyond the source domain

and maps unseen styles as weighted

combinations to reduce domain discrepancies.

 Extensive experiments across 11 benchmark

datasets demonstrate the effectiveness of

Style-Pro, consistently surpassing state-of-the-

art methods in various settings, including base-

to-new generalization, cross-dataset transfer,

and domain generalization.

 We validate our method across three different settings: generalization from base-to-novel,

classes, cross-dataset evaluation, and domain generalization.

 For base-to-novel and cross-dataset experiments: Generic-object datasets (ImageNet and

Caltech101), Fine-grained datasets (Oxford Pets, Stanford Cars, Flowers102, Food101, and

FGVC Aircraft), remote sensing classification dataset (EuroSAT), scene recognition dataset

(SUN397), Action recognition dataset (UCF101), Texture dataset (DTD). For domain

generalization experiments: ImageNetV2, ImageNet Sketch, ImageNet-A, ImageNet-R.

 Ablations studies proves that components complement each other to mitigate overfitting in

vision-language model adaptation, leading to improved generalization performance.

Cross-dataset evaluation.

Experiments

Analysis of different constraints of Style-Pro framework.

Ablation study on style shift learning at 

different layers of the vision encoder.

Ablation study on the impact of the 

number of learnable style bases.

Domain generalization evaluation.

Base-to-novel generalization evaluation.
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